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This web clinic will cover…

How Cochrane currently uses 
machine learning: implementing 

innovative technology

What generative artificial 
intelligence is, the 

opportunities it brings and 
the challenges regarding its 

safe use

Cochrane’s approach to 
establishing guidelines for the 

responsible use of artificial 
intelligence in evidence 

synthesis



What is 
AI?

https://unesdoc.unesco.org/ark:/48223/pf000036
9455

https://unesdoc.unesco.org/ark:/48223/pf0000369455
https://unesdoc.unesco.org/ark:/48223/pf0000369455


What is 
Generative AI 
(‘GenAI’)?

• Machine learning systems 
trained on large quantities of 
data

• Able to generate a range of 
media including text and images

• (some of the images in this 
presentation, but NONE of 
the text!) 

• They seem really intelligent





Galactica was used to help write this paper, including 

recommending missing citations, topics to discuss in the 

introduction and related work, recommending further work, 

and helping write the abstract and conclusion. 



So… why 
aren’t we all 
using 
Galactica?



Michael Black, Max Planck Institute for 

Intelligent Systems, Germany





But ChatGPT is different, right..?



Well… not 
so much!

"When we're talking about GPT-4, or whatever OpenAI puts out at 

the moment, we're not talking about research and development, 

we're talking about product development“

Chief AI Scientist at Facebook & Silver Professor at the Courant Institute, New York 

University



What did 
OpenAI get right 
where Meta 
went wrong?
Humans in the loop



Training a large language model

Training on 

(very) large 

quantities of 

text

Pretrained ‘base’ 

model: predicts 

next ‘word’ but 

can’t chat

‘Fine-tuning’ on 

(relatively) 

small quantities 

of labelled data

Supervised fine-

tuned model: can 

perform specific tasks 

(e.g. ‘chatting’)

Reinforcement 

learning from 

human 

feedback*

Enhanced model that 

better meets human 

expectations of what 

a ‘good’ response is

1. 2. 3.

* and reward modelling



OpenAI 
conducted 
extensive 
RLHF to 
reduce 

‘toxicity’
“Improvements on Safety Metrics: Our mitigations have significantly improved many 

of GPT-4’s safety properties. We’ve decreased the model’s tendency to respond to 

requests for disallowed content (Table 6) by 82% compared to GPT-3.5, and GPT-4 

responds to sensitive requests (e.g., medical advice and self-harm, Table 7) in 

accordance with our policies 29% more often (Figure 9). On the RealToxicityPrompts 

dataset [73], GPT-4 produces toxic generations only 0.73% of the time, while GPT-

3.5 generates toxic content 6.48% of time.”

https://arxiv.org/pdf/2303.08774



OpenAI successfully reduced toxicity 
and increased accuracy



OpenAI’s work paid off

Because it generates less obviously objectionable content

And because it seems to be accurate at least some of the 
time

It has transformed the popular perception of AI

And prompted other large tech companies to release similar 
language models of their own



Results can 
be very 
impressive



Data 
(information) 
extraction

‒ Earlier language models lacked 
precision & limited context 
‘window’

‒ Newer models have larger 
windows and offer impressive 
early results

‒ E.g. Claude2, published by 
Anthropic









‒ As an experiment, we mapped the literature on AI and equity – using AI
‒ 26,000 records identified through conventional searches
‒ 6,228 records included in the map
‒ GPT4 used for screening and mapping
‒ Took a few days to screen & code
‒ Cost £800 in OpenAI API fees

‒ Evaluation found:
‒ Sensitivity 95%; specificity 100% (screening)
‒ Classification of records: 86% no errors; 12% minor errors; 2% major 

errors



This is possible 
because of ‘zero 
shot learning’



Why zero-shot learning is a gamechanger
Development and evaluation of the Cochrane RCT Classifier

Conventional machine 

learning model trained 

on 280,000 records 

from Cochrane Crowd

Model was calibrated 

to achieve 99% recall 

on a second 

(‘Hedges’) dataset 

(~50,000 records)

Model was validated 

on 92,000 studies 

included in Cochrane 

intervention reviews

Model was deployed 

for live use in 

Cochrane review 

workflows



Why zero-shot learning is a gamechanger
Development and evaluation of the Cochrane RCT Classifier

Conventional machine 

learning model trained 

on 280,000 records 

from Cochrane Crowd

Model was calibrated 

to achieve 99% recall 

on a second 

(‘Hedges’) dataset 

(~50,000 records)

Model was validated 

on 92,000 studies 

included in Cochrane 

intervention reviews

Model was deployed 

for live use in 

Cochrane review 

workflows

No need to create (expensive / hard to find) training data



Why zero-shot learning is a gamechanger
Development and evaluation of a classification task using a language model

They check they work 

on their data
The language model 

can then apply the 

prompts to the 

remaining data

Instead, a human writes some 

prompts in their normal language



Does this 
sound too 
good to be 
true?





When can we use 
this new 
technology?

Flowchart devised by Aleksandr Tiulkanov, 

AI and Data Policy Lawyer, January 2023



Research 
integrity

• Considering how accepted principles of 
research integrity apply can be helpful

• Honesty

• Rigour

• Transparency and open communication

• Care and respect

• Accountability



Rigour

• The use of an AI tool in a systematic 
review must be clearly justified by good 
evidence

• Rigorous and valid evaluation is key

• Are findings replicable?

• Prevent contamination between training 
and testing datasets is vital

• We need to build a cumulative evidence 
base – hence, Studies Within a Review 
(SWAR)



Development pipeline to justify the use of the 
Cochrane RCT Classifier

Conventional machine 

learning model trained 

on 280,000 records 

from Cochrane Crowd

Model was calibrated 

to achieve 99% recall 

on a second 

(‘Hedges’) dataset 

(~50,000 records)

Model was validated 

on 92,000 studies 

included in Cochrane 

intervention reviews

Model was deployed 

for live use in 

Cochrane review 

workflows



Being rigorous in development and testing
Development and evaluation of a classification task using a language model

Prompt testing with a 

*different* dataset
The language model 

can then apply the 

prompts to the 

remaining data

Prompt development 

with development 

dataset



Being rigorous in development and testing
Development and evaluation of a classification task using a language model

Prompt testing with a 

*different* dataset
The language model 

can then apply the 

prompts to the 

remaining data

Prompt development 

with development 

dataset

Critical to avoid contamination 

between development and testing!



Rigour

• The use of an AI tool in a systematic 
review must be clearly justified by good 
evidence

• Rigorous and valid evaluation is key

• Are findings replicable?

• Deterministic vs non-deterministic / 
probabilistic algorithms

• Avoiding contamination between training 
and testing datasets is vital

• We need to build a cumulative evidence 
base – hence, Studies Within a Review 
(SWAR)



Care and 
respect

• Language models are 
known to be biased

• RLHF removes the most 
obvious and objectionable 
output (usually)

• But biases remain

• We need to be very careful 
before trusting that it will not 
generate bias even in a 
systematic review context



Accountability

• Review authors are responsible for the 
selection and use of an AI tool (it cannot 
be accountable for anything)

• We shouldn’t take on trust marketing 
materials that promote specific tools

• Important reviewers understand (at least 
up to a point) how a tool works, so they 
can gauge its risk in their review



This web clinic will cover…

How Cochrane currently uses machine 
learning: implementing innovative 

technology

What generative artificial intelligence is, 
the opportunities it brings and the 
challenges regarding its safe use

Cochrane’s approach to establishing 
guidelines for the responsible use of 

artificial intelligence in evidence 
synthesis
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